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A B S T R A C T

(Motivation) Wastewater-based epidemiology (WBE) has emerged as a promising approach for monitoring the
COVID-19 pandemic, since the measurement process is cost-effective and is exposed to fewer potential errors
compared to other indicators like hospitalization data or the number of detected cases. Consequently, WBE
was gradually becoming a key tool for epidemic surveillance and often the most reliable data source, as the
intensity of clinical testing for COVID-19 drastically decreased by the third year of the pandemic. Recent results
suggests that the model-based fusion of wastewater measurements with clinical data and other indicators is
essential in future epidemic surveillance.
(Method) In this work, we developed a wastewater-based compartmental epidemic model with a two-phase
vaccination dynamics and immune evasion. We proposed a multi-step optimization-based data assimilation
method for epidemic state reconstruction, parameter estimation, and prediction. The computations make use
of the measured viral load in wastewater, the available clinical data (hospital occupancy, delivered vaccine
doses, and deaths), the stringency index of the official social distancing rules, and other measures. The current
state assessment and the estimation of the current transmission rate and immunity loss allow a plausible
prediction of the future progression of the pandemic.
(Results) Qualitative and quantitative evaluations revealed that the contribution of wastewater data in our
computational epidemiological framework makes predictions more reliable. Predictions suggest that at least
half of the Hungarian population has lost immunity during the epidemic outbreak caused by the BA.1 and
BA.2 subvariants of Omicron in the first half of 2022. We obtained a similar result for the outbreaks caused
by the subvariant BA.5 in the second half of 2022.
(Applicability) The proposed approach has been used to support COVID management in Hungary and could
be customized for other countries as well.
1. Introduction

Wastewater-based epidemiology (WBE) has gained a special interest
during the COVID-19 pandemic, although it is not new in the litera-
ture (Been et al., 2014). Claro et al. (2021) suggested that WBE is a
powerful tool in the long-term monitoring of COVID-19 pandemic.

Randazzo et al. (2020), and Zulli et al. (2021) demonstrated that
WBE is an efficient tool for supporting decision-making on public poli-
cies during an epidemic outbreak. However, Bibby et al. (2021) drew
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attention to the typically uncertain dynamics of the virus secretion in
feces, which may undermine the potential for WBE as an early warning
system. Olesen et al. (2021) concluded that WBE can be used as a
leading indicator, but the lead time should be determined with a special
care for the different applications. The predictive quality of the WBE
is data sensitive (Huizer et al., 2021), therefore, the processing and
the normalization of the measured genome copy concentration are also
essential (Zhu et al., 2022).
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Radu et al. (2022) and Lee et al. (2021) used WBE to show the emer-
gence of the Alpha variant weeks before the first clinical case detected
in Austria and the United States, respectively. A similar observation is
seen by Lee et al. (2022) for the rapid displacement of the Delta variant
by the highly virulent Omicron variant. Morvan et al. (2022) confirmed
that the first signs of a new outbreak appear approximately a week
earlier than clinical testing data. Using statistical methods, Krivoňáková
et al. (2021) showed a good correlation between wastewater data and
clinical cases.

The dynamic relationship between the wastewater copy numbers
and the clinical cases was identified by Xiao et al. (2022), and Daza-
Torres et al. (2023) as a finite support discrete-time impulse response
function, which constitutes the shedding load distribution. A similar
closed-form distribution function with a detailed temperature model is
used by Phan et al. (2023) to model the viral load in the dynamical
model. It is interesting that the time lag between wastewater data
and clinical cases may be both positive and negative when analyzing
separate epidemic outbreaks, see, e.g., Xiao et al. (2022, Fig. 3., Panels
C and D). Jiang et al. (2022) developed artificial neural network
models for continuous epidemic monitoring using training data set
including catchment, historical weather, clinical testing coverage, and
vaccination rate.

Alongside the statistical and machine learning approaches, the
dynamical compartmental susceptible, exposed, infected, recovered
(SEIR)-type models are also promising for epidemic surveillance and
prediction. Fernandez-Cassi et al. (2021) showed that the wastewa-
ter-based reconstruction fits better to a model-based epidemic curve
compared to estimates based on confirmed cases using a detailed SEIR-
type model introduced by Lemaitre et al. (2020). Proverbio et al.
(2022) have used a wastewater-based SEIR model and the extended
Kalman filter to reconstruct epidemic data and detect early-warning
performance. Phan et al. (2023) developed a detailed static shedding
model, and they fit an SEIR model to the measured viral load for a
single epidemic wave. Pájaro et al. (2022) built a stochastic SIR model
and solved it by using Monte Carlo methods to predict the evolution of
the pandemics incorporating viral load data and a variable infection
rate to capture the effects of mitigation policies. Fazli et al. (2021)
proposed an agent-based SEIR model using viral load as a measurement
for the early detection and prediction of an outbreak. The incidence
was computed by McMahan et al. (2021) using a wastewater-based
SEIR model, and the under-detection rate was estimated. The model
was used to predict the future possibility of an outbreak. Nourbakhsh
et al. (2022) used a detailed compartmental model with viral secretion
to wastewater to estimate prevalence, incidence, and reproduction
number using the reported clinical cases, hospital admission, and viral
load in wastewater.

To analyze the epidemic spread and estimate the transmission
rate, Jiang et al. (2021) used Markov processes such that the SEIR com-
partments are considered hidden variables, whereas, the viral load and
clinical cases are observations. A likelihood-based approach made it
possible to understand the internal relationship between different states
and how COVID-19 actually transmits. Plateaus, rebounds, and the
effects of individual behaviors in epidemics are analyzed and explained
by Berestycki et al. (2021) using a specific SIR-type partial differential
equation (PDE) model and high precision wastewater measurement.

During the past two years, our research group has been focusing
on the dynamical analysis, data reconstruction, and prediction of the
COVID-19 pandemic in Hungary using the tools of systems and control
theory and high performance computation techniques. In this line of
research, a detailed agent-based stochastic epidemic simulator was de-
veloped that uses realistic population structures and movement patterns
in an urban environment, which was used for analysis and predic-
tion (Reguly et al., 2022). Péni et al. (2020) proposed a methodology to
design predefined discrete levels for public restrictions or interventions
fulfilling complex, time-dependent, and often contradicting economic
2

and healthcare-related requirements. The data reconstruction problem
of estimating the possible real number of infections and the population
of non-measurable compartments was solved by Polcz et al. (2022)
using a stochastic model predictive control design. It was clearly shown
by Péni et al. (2022) that the optimal design of testing intensity is
essential to keep the stringency of epidemic measures on a tolerable
level. Parallelly, an advanced framework for wastewater surveillance
based on the detection of viral RNA was developed by Róka et al.
(2021), which is still in official use in Hungary. Our earlier models
used official data on hospitalizations to predict future infection event
numbers. These predictions were also helpful in the early stages of the
epidemic.

In this paper, we investigate how far the predictions can be im-
proved with the incorporation of wastewater virus load data into the
model. Therefore, our objective is to combine and enhance our previous
models with wastewater data. We show that the additional informa-
tion from wastewater-based observations efficiently improves model
calibration and prediction power, which further supports epidemic
monitoring and decision-making.

2. Materials and methods

This section is divided into four major parts. After a brief description
on the methodology for collecting and processing wastewater measure-
ments, we introduce a dynamic epidemic model in Section 2.2. Then,
we propose an epidemic data reconstruction approach in two steps in
Sections 2.3 and 2.4. The three subsections start with a short problem
formulation.

The technical details of the methodology can be read in the Ap-
pendix, which is divided into four parts. First, a formal epidemic model
is described in Appendix A, secondly, the dynamic model inversion is
detailed in Appendix B. Then, a specific immunization model is pre-
sented in Appendix C, which allows to estimate additional quantities,
such as the rate of immunity loss (Appendix D). Brief parameter and
noise sensitive analyses of the proposed approach are given in the
supplementary material.

2.1. Viral load measurement in wastewater

SARS-CoV-2 genome copy numbers in sewage were determined
from samples obtained from the Hungarian national wastewater mon-
itoring system. Wastewater samples have been collected weekly since
July 2020 from the following locations:

• in the three wastewater treatment plants (WWTP) of Budapest,
• from the county seats (𝑛 = 18), and
• as a composite sample from 5 cities in the Budapest agglomera-

tion.
his sampling scheme covers 40% of the Hungarian population. All
amples were taken after a grid filter at wastewater treatment plants.
he samples are still raw sewage, only the lumpy waste is filtered out.
astewater samples were processed as published previously by Róka

t al. (2021). Briefly, cell debris of a 𝑉0 = 50mL initial sample volume
as sedimented by centrifugation, and the supernatant was concen-

rated by flat-sheet ultrafiltration membrane at room temperature. Viral
articles were recovered from the membrane by vortexing in virus
ransport medium (𝑉c = 1mL). Nucleic acids were extracted from the
oncentrate by QiaAmp Viral Mini Kit according to the manufacturer’s
nstructions. The concentrate of volume 𝑉s = 140 μL was lysed and
oaded on centrifuge extraction columns. Then, RNA was eluted in
̄e = 30 μL final volume. SARS-CoV-2 genome copies were quantified by
PCR using N1 as a target gene. Finally, the value of the measurement
s computed as follows:

raw =
𝑉e
𝑉s

⋅
𝑉c
𝑉0

⋅ qPCR result [GC/L]. (1)

We note that the raw samples were normalized using measured

daily flow volumes and Enterococcus counts as described in Róka
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Box I.
Fig. 1. PCR results in Szeged city: genome copy concentrations (upper) and numbers
of PCR cycles (lower). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

et al. (2021). In eight WWTPs, two samples were processed a week,
finally resulting in 30 samples a week, which were collected between
Monday and Thursday (10, 4, 12, and 4 samples, respectively). The
measurements were filtered as proposed by Fernandez-Cassi et al.
(2021), namely, we computed the moving median of the PCR cycles
(𝐶q) separately for all WWTPs using a centered 31 days long window.
Then, we considered a PCR result inhibited if 𝐶q was more than three
cycles beyond the median. The raw PCR results, i.e., the genome copy
concentrations and the numbers of cycles, obtained in Szeged city
are visualized in Fig. 1, where the inhibited measurements (so-called
outliers) are shaded, whereas, the red curve highlights the moving
median of 𝐶q.

For each day, the weighted average of the measurements taken on
that day was calculated, such that the weights are the population size
at the WWTPs. The missing values at the weekends were computed
by linear interpolation. To smooth the obtained daily time series, we
used a 4th order low-pass Butterworth filter with 𝑓co = (1∕14) [1/days]
cut-off frequency. We performed a zero-phase filtering, in the sense that
the raw time series were filtered twice in both the forward and reverse
directions. This type of filter is not causal, namely, the value at a given
time point depends on the future values too, therefore, the averaged
and interpolated values of the last 7 days are repeated once at the end
of the time series. The filtered time series is denoted by 𝐶Off

𝑘 , where
Off
3

𝑘 is the time label in days. In Fig. 2, we illustrate 𝐶𝑘 in comparison
Fig. 2. Filtered time series alongside the raw wastewater data.

with the raw measurements. In the same figure, we present the data
processed as proposed by Róka et al. (2021).

Remark 1. The applied filter removes the high-range frequency com-
ponents with periods less than 2 weeks, which may result from an
uneven sampling of the effluent over a week. Measurement errors may
also contribute to high-frequency components.

2.2. Dynamical epidemic model

Long-term (multi-year) epidemic reconstruction is a particularly
challenging task, as the pathogen has undergone significant mutations
over the years. Social distancing rules, vaccination, the emergence of
new immune evasive variants of concern (VoC), and the continuously
waning immunity further add to the difficulty of epidemic modeling.

2.2.1. Modeling goals
In this section, we develop a compartmental ordinary difference

equation (ODE) model, where both the immunity loss and the clinical
immunization are included, and the major model parameters are al-
lowed to vary in time. Inspired by Péni et al. (2020), we considered
intermediate states of the illness, including the hospital treatment.

The amount of detail in the model used was determined on the basis
that

• the number of parameters is still computationally tractable,
• based on past experience, intermediate states are expected to be

well observable from measurements.

2.2.2. Compartments
We consider an improved compartmental model, where the pop-
ulation of 𝐍 individuals is divided into the following groups. The
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Table 1
Model constants used during the reconstruction.

Parameter Notation Value (by virus variant)

Wild Alpha Delta BA.1 BA.2 BA.5

1: Latent period [days]a 1∕𝜏l 3 2.5 1.7 1.2 1.2 1.2c

2: Pre-sympt. period [days]a 1∕𝜏p 3 3 2.3 1.8 1.8 1.8c

3: Main seq. of sympt. [days]a 1∕𝜏i 4 4 3 3 3 3c

4: Asympt. period [days]a 1∕𝜏a 4 3 2 2 2 2c

5: Hosp. period [days] 1∕𝜏h 12b 11.5b 10b 6b 6c 5c

6: Rel. inf. of asympt.a 𝑞a 0.75
7: Prob. of developing sympt.a 𝑝i 0.6 0.5 0.4 0.4 0.35c 0.35c

8: Hospitalization probabilitya 𝑝h 0.076 0.07 0.05 0.015 0.015 0.015c

9: Population of Hungary 𝐍 9.8 million

aParameter values retrieved from Csutak et al. (2022).
bEstimated from the hospital admission numbers recorded by the National Public Health Centre.
cThe authors’ assumption.
g
𝐼

group of susceptible people (𝐒) comprises those who have never been
nfected or vaccinated but also any individual who are susceptible again
y the waning immunity or the immune evasion of a new VoC. The
roup of immune, or so-called protected individuals (𝐑) includes those

who gained immunity either by recovery or vaccination. The group of
infected people is categorized according to the different phases and
possible outcomes of the disease. In this way, we distinguish people
in the latent (𝐋), presymptomatic (𝐏), and the main sequence phase
of the disease. Note that the incubation period corresponds to the sum
of the length of the latent and presymptomatic phases. The reason, we
make a difference between 𝐋 and 𝐏 is that people in the latent phase
re not yet infectious, but they are in the presymptomatic phase.

To model the possible outcomes of the disease in the main sequence,
e consider four severity scenarios, which are parameterized with three
robability coefficients. First, a group of people remains asymptomatic
𝐀), while others produce symptoms (𝐈) with probability 𝑝i. A person

who have symptoms is hospitalized (𝐇) with probability 𝑝h, whereas,
a hospitalized patient may decease (𝐃) with probability 𝑝d.

The average residence time in compartments 𝐋, 𝐏, 𝐈, 𝐀, 𝐇 are
denoted by the inverses of time coefficients 𝜏l, 𝜏p, 𝜏i, 𝜏a, 𝜏h, respectively.

.2.3. Time range of epidemic reconstruction
We consider a two and a half years long range of time for the

econstruction, which has the following important phases in Hungary:
1. (Wild) The first case in Hungary was detected in March 2020.

Due to the strict official restrictions in Spring 2020, the first
wave was drastically suppressed, but the wild SARS-CoV-2 virus
strain emerged again in Autumn 2020.

2. (Alpha) In February 2021, Alpha variant emerged.
3. (Delta) Delta variant appeared in July 2021.
4. (BA.1) Omicron appeared around the end of 2021 and the

beginning of 2022.
5. (BA.2) Subvariant BA.2 started to spread in March 2022.
6. (BA.5) In June 2022, subvariant BA.5 appeared.
7. (BA.5-Tp1) As a turning point in the spread of BA.5, in Septem-

ber 2022, multiple mutants of subvariant BA.5 have appeared.
8. (BQ.1) A rebound was observed in November 2022 caused by

the emergence of a new Omicron subvariant, the BQ.1.
he milestone dates were approximated from the data of the National
ublic Health Centre but are also published online by Hodcroft (2023).

.2.4. Available data
Our computations rely on the measured average genome copy con-

entration in wastewater, the number of hospitalized and deceased pa-
ients with COVID, and the number of registered vaccinations, i.e., the
umber of received first, second, and booster doses. The types of
accine doses are not available in this data set, but the types of vaccines
hat require a single dose to obtain the full vaccination are negligible
n Hungary (Atlo Team, 2021b).
4

The reconstruction is regularized using the registered Oxford Strin-
ency Index 𝐼s,𝑘 (Mathieu et al., 2020). According to Hale et al. (2021),
s,𝑘 ∈ (0, 1) quantifies the strictness of the official restrictions on the

social distancing (e.g., mask wearing rules, curfew, postponed social
events, etc.). During the reconstruction, we also make use of the
estimated relative infectiousness of each VoC compared to the wild-type
SARS-CoV-2 strain.

During the evaluation of the obtained results, we consider the
estimated reproduction rate made by the Group of Our World in Data
(OWID) (Mathieu et al., 2020). Moreover, the estimated number of new
cases is compared with the scaled number of the officially detected
cases.

From the authors’ experience, the hospital load as a major indicator
has not been reliable since the emergence of BA.2 variant, moreover,
the official detected cases are not representative as a potential val-
idation data since the last quarter of 2022 due to the continuously
decreasing testing intensity. In this case study, the test positivity rate
is not considered because fluctuation of testing strategies in Hun-
gary highly influences the data, moreover, test positivity rate is not
representative since the first quarter of 2022.

2.2.5. Assumptions
According to McEvoy et al. (2021) and Nakajo and Nishiura (2021),

an asymptomatic person in the main sequence is less infectious com-
pared to those in the presymptomatic phase or others in the main
sequence having symptoms. Therefore, we make the following assump-
tions.

Assumption 1 (Infectious Population). We consider only 𝑞a portion of
asymptomatic people being infectious, but in the same rate as another
symptomatic individual in the main phase of the disease. We ne-
glect the possible infections originating from hospitalized or deceased
patients.

Nourbakhsh et al. (2022) considered a detailed epidemic model,
in which the infectious people are the major contributors to the viral
load entering the sewer system. They quantified the viral load as a
linear function of the infectious population and those in the post-
infection period who have just recovered, but the hospitalized patients
and the infected people in the latent phase are excluded from the
shedding population. We also note that the estimates of Hewitt et al.
(2022), Nourbakhsh et al. (2022), and Phan et al. (2023) made for the
shedding characteristics show orders of magnitude lower shedding rates
for individuals in the latent phase of the disease and about 10 days after
symptoms onset. Motivated by these observations, Phan et al. (2023)
did not consider recovered people as relevant contributors to the viral
load.

On the other hand, Nourbakhsh et al. (2022) highlights that the viral
load entering the sewer system is exposed to an exponential viral decay
and is affected by the possible hydrodynamic processes (e.g., dilution,
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sedimentation and resuspension) that leads to RNA degradation but
also delays. In this study, we neglect the in-sewer degradation for
simplicity, and assume that the actual viral load entering the sewer
system is proportional to the national average genome copy concentra-
tion without delays. Considering that the measurements arrive from 22
different WWTPs, that cover about 4 million people, it is reasonable to
assume that in-sewer anomalies are compensated after the averaging,
filtering, and smoothing steps described in Section 2.1.

Finally, to relate the shedding population with the actual mea-
surements, we consider a ratio denoted by 𝑞c between the number of
infectious people and the national average genome copy concentration
as it is formulated in the following assumption.

Assumption 2 (Virus Secretion). The national average genome copy
concentration measured in wastewater is assumed to be proportional
to the number of infectious people at that day without delay. The coef-
ficient 𝑞c, which relates the measured concentration and the infectious
population is called the virus secretion coefficient.

The secretion coefficient 𝑞c is later calibrated using optimization for
each variant. Although 𝑞c has no underlying physiological content, the
comparison of the obtained values for 𝑞c can estimate the relative rate
of secretion during the whole course of the disease caused by two dif-
ferent variants, averaged for the entire population. The measurements
of Kang et al. (2022) (see, e.g., Panel (B) in Fig. 2) suggest that roughly
3 times more genome copies are shed during the Delta infection than
during the Omicron wave. Therefore, we expect 𝑞c,Delta estimated for
the Delta variant to be about 3 times higher compared to 𝑞c,Omicron
btained for Omicron variants.

For the model parameters, we make the following assumptions.

ssumption 3 (Model Coefficients). We assume that the relative infec-
iousness of asymptomatic people 𝑞a is known and constant. Moreover,
he time coefficients 𝜏∙ and the probability of symptomatic infection 𝑝i
re considered known for all VoC emerged in Hungary. Finally, when a
ew VoC becomes dominant, the variant-dependent coefficients (𝜏∙, 𝑝i)
re changing smoothly. The presumed model coefficients are presented
n Table 1.

The probability of hospitalization 𝑝h and of fatal outcome 𝑝d or the
verage hospitalization period 1∕𝜏h, depend not only on the properties
f the dominant VoC but also on the hospitalization strategies (Kemp
t al., 2021; Kozyreff, 2021). Therefore, these parameters may vary for
he different countries. In this study, we focus on the epidemic waves
n Hungary.

The average hospitalization length in 2021 (Row 5 in Table 1)
ere estimated from the hospital admission numbers recorded by the
ational Public Health Centre. Other constants are applied from Csutak
t al. (2022).

ssumption 4 (Unknown Parameters). The probability coefficients 𝑝h,
d of the disease course model, and the secretion coefficient 𝑞c of the
athogen are unknown parameters, but constant during the dominance
f a given VoC. For BA.1 and BA.2 subvariants of the Omicron variant,
he virus secretion coefficient is presumed identical.

ssumption 5. The transmission rate of the pathogen is considered
moothly time-varying.

In this work, we consider a model with vaccination, where three
accination statuses are distinguished: not fully vaccinated, fully vac-
inated, and boosted. We make the following simplifying assumptions.

ssumption 6 (Vaccination). Our model uses the following vaccination
ules:

1. Full vaccination is ensured with two vaccine doses. (Single-dose
full vaccination is negligible in Hungary.)
5

Fig. 3. Transition diagram of the epidemic process. Circles represent the 8 compart-
ments detailed in Section 2.2.2, the arrows represent transitions between compartments.
The capitals in the circles stand for: susceptible (𝐒), latent (𝐋), presymptomatic (𝐏),
asymptomatic (𝐀), infected (𝐈), hospitalized (𝐇), deceased (𝐃), recovered (or more
precisely, protected: 𝐑). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

2. The probability that a partially vaccinated individual will re-
ceive a second dose is 𝑝v2|v1 .

3. The time elapsed between the first two doses is normally dis-
tributed.

4. A person who receives the full vaccine or a booster dose becomes
temporarily immune with probability 1, but only after a certain
period of time, which is normally distributed.

5. Infected people are not vaccinated, including those in the latent
or the presymptomatic period.

6. A susceptible and a recovered individual receives the second
(immunizing) vaccine dose with the same probability.

7. A fully vaccinated individual and a boosted susceptible receives
a booster dose with the same probability.

8. Boosted individuals, who are still protected do not receive fur-
ther booster doses but only after losing their immunity.

We note that the estimated under-detection rates (discussed later)
suggest that the number of individuals who are aware of being in-
fected by COVID is much less compared to those who are undetected
infected (asymptomatic or infected with mild symptoms not attributed
to COVID). This phenomenon is even more prevalent in the more
advanced stages of the epidemic (e.g., during the emergence of sub-
variant BA.1). Considering this, points 6 and 7 of Assumption 6 are
sufficiently realistic. Moreover, repeated booster doses are not excluded
in Point 8 Assumption 6, but a rational administration of vaccine doses
is presumed. Namely, a sufficiently long time should elapse between
two booster doses. A preliminary version of our vaccination model was
presented in Csutak et al. (2022).

In this study, we make the following simplifying assumption on the
relative risk of infection.

Assumption 7 (Uniform Infection). The risk of a susceptible person
becoming infected is independent of their vaccination status or previous
history of infection.

Our model considers only one single immune state. A person can
be susceptible to the virus (𝐒) or protected (𝐑), but we neglect further
intermediate immune states. However, a protected individual may lose
its immunity (completely) with a given rate due to a natural immune
waning or due to the immune evasion capability of a new emerging
virus strain. We consider the following assumption for immunity loss:

Assumption 8 (Uniform Immunity Waning). On a given day, a protected
individual has the same probability of losing their immunity regardless
of its vaccination status or previous history of infection.
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Note that Assumptions 7 and 8 do not undermine the generality of
the method as it can be parameterized otherwise with pre-estimated rel-
ative risk coefficients, which were measured in certain states, e.g., King
County (2022).

Finally, we assume that the natural deaths and births are negligible
compared to the deaths caused by the COVID.

2.2.6. Dynamic equations
Finally, we divide individuals into eight disjoint groups, called the

compartments, which describe the epidemic state of the population on a
given day 𝑘. The transitions between the compartments are illustrated
in Fig. 3, whereas, the transition dynamics are characterized by the
discrete-time dynamical model present in the floating Eq. (2). The
model parameters are explained in Table 1, where the italic letter 𝑘
n the subscripts denotes the time label of the respective quantities.

.2.7. Infection mechanism
The nonlinear infection process, illustrated by the red curly arrow

n Fig. 3, is encoded in the first two Eqs. (2a) and (2b) (see the equation
n Box I), where the transmission rate of the disease is characterized by
he time-varying coefficient 𝛽𝑘.

With reference to Assumption 1, the total number of infectious
people who are able to transmit the pathogen is

𝑦𝑘 = 𝐏𝑘 + 𝐈𝑘 + 𝑞a𝐀𝑘. (3)

According to the simplified vaccination rules (Assumption 6), the
numbers of people in the different phases of the disease depend only on
the number of new infections within the unit time frame (24 h) caused
by the 𝑦𝑘 infectious people. The number of newly infected individuals
on day 𝑘 is denoted by 𝑢𝑘 and it can be expressed as follows:

𝑢𝑘 = 𝛽𝑘𝑦𝑘𝐒𝑘∕𝐍. (4)

On the other hand, the new recoveries in (2h) are described by the
ollowing terms:

𝑘 = (1 − 𝑝h,𝑘)𝜏 i,𝑘 𝐈𝑘 + 𝜏a,𝑘 𝐀𝑘 + (1 − 𝑝d,𝑘)𝜏h,𝑘 𝐇𝑘. (5)

.2.8. Vaccination and waning immunity
The transition between the groups of susceptible (𝐒) and protected

eople (𝐑) is affected indirectly through infection/recovery, but also
y vaccination, waning immunity, or the immune evasion capability
f a new VoC. The immunization effect of vaccination (green arrow
n Fig. 3) is expressed by a single time-varying coefficient 𝜈𝑘, which
enotes the proportion of susceptible people within a unit time frame
ho become immune by vaccination. The immunization rate 𝜈𝑘 can be
stimated from the available vaccination data.

The loss of immunity is captured by a direct transition from the
roup of protected individuals (𝐑) to susceptibles (𝐒), as illustrated by
he orange arrow in Fig. 3. The model does not distinguish between
epeated susceptibility caused by the waning immunity or by the
mmune escape of a new VoC. Both cases are considered as an event
hen an individual becomes susceptible again, i.e., immunity is lost

completely). The proportion of protected people who lose immunity
ithin a unit time frame is encoded in the so-called immunity loss rate
𝑘.

Immunization depends on the vaccination strategies, whereas, a
udden massive loss of immunity may be due to the emergence of

new VoC with a strong immune evasion capability. Both effects
re typically time-dependent, which are encoded by linear transitions
etween 𝐒 and 𝐑 with two time-dependent rate coefficients 𝜈𝑘 and 𝜔𝑘,

respectively. The outer loop of the transition diagram illustrates that
the immunization and waning are different in nature than the indirect
6

transition from 𝐒 to 𝐑 through infection-recovery.
2.2.9. Epidemic process as an interconnected system
The direct transitions between susceptible and protected popula-

tion make the epidemic dynamics uncertain as the dynamic nature
of waning immunity, and hence the daily rate of immunity loss (𝜔𝑘)
re unknown. Moreover, immune waning makes the estimates of vac-
ination efficiency more uncertain. Thus, the number of registered
accinations is useful but not sufficient data to compute the daily rate
f immunization 𝜈𝑘.

Fortunately, the advantageous properties of the epidemic process
model allow us to decouple a linear subsystem (2b)–(2f) from the
overall compartmental model. Highlighted in a blue box both in (2)
and in Fig. 3, this subsystem describes the course of the disease in
the infected population. According to Assumption 6, the disease course
model is interconnected with the immunization-waning dynamics only
through the daily new infections 𝑢𝑘 (4) and recoveries 𝑧𝑘 (5). Once the
sequences 𝑢𝑘 and 𝑧𝑘 are known (and fixed), the immunization-waning
dynamics can be analyzed separately.

The technical details of dynamic model representation are described
in Appendix A.

2.3. New cases, infected population, reproduction number

In this section, we use wastewater measurements and hospitaliza-
tion data to solve the disease dynamics, i.e., to compute all unknown
data of the isolated subsystem of (2).

2.3.1. Problem and outline
The advantageous (linear) model structure of the disease course

model makes it possible to perform a partial epidemic reconstruc-
tion. Through a single optimization-based dynamic data assimilation
problem, we compute (C) the following unmeasured quantities:

C1. the number of new cases (𝑢𝑘),
C2. the population in the compartments 𝐋, 𝐏, 𝐈, 𝐀,
C3. the number of new recoveries (𝑧𝑘),
C4. the effective reproduction number (𝑅c,𝑘),
C5. the unknown variant-dependent probabilities (𝑝h, 𝑝d)
C6. and the secretion coefficient (𝑞c).
Through the optimization, we compute epidemic data above such

that the reconstructed quantities fit to the following measurements (M):
M1. the measured genome copy concentration in wastewater (𝐶Off

𝑘 ),
i.e., 𝑦𝑘 ≈ 𝑞c,𝑘𝐶

Off
𝑘 ,

M2. the registered number of hospitalized patients (𝐇Off
𝑘 ),

M3. the registered number of deceased patients (𝐃Off
𝑘 ),

as much as possible.

Remark 2. The disease course dynamics have advantageous stability
and observability properties. Csutak et al. (2021, 2022) proved that for
fixed model coefficients the state variables (𝐋,𝐏, 𝐈,𝐀,𝐃) are observable
using only hospitalization load 𝐇, independently of the rates of im-
munity loss or medical immunization. These results suggest that the
epidemic state observation formulated as an optimization problem has
a solution.

2.3.2. Dynamic inversion of disease course model
The unknown quantities of the disease course model can be clas-

sified as follows. The number of new cases 𝑢𝑘 (4) is considered as an
unknown disturbance input of the disease course model. Moreover, the
number of infected individuals in the different phases of the disease
are unknown states (𝐋, 𝐏, 𝐈, 𝐀). According to Assumption 4, coefficients
𝑝h, 𝑝d, and 𝑞c are piecewise constant unknown parameters. Finally, the
sequence of new recoveries 𝑧𝑘 (5) is a computed variable.

Using the available measurement, we are able to reconstruct the
unknown input 𝑢𝑘, the unmeasured state variables (𝐋, 𝐏, 𝐈, 𝐀), the

unknown variant-dependent model constants 𝑝h, 𝑝d, 𝑞c simultaneously
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alongside further dependent variables, such as the reproduction rate or
the new recoveries.

The technical details of the dynamic inversion approach are sum-
marized in Appendix B.

2.4. Susceptible population, transmission rate, waning

In this section, we solve the immunization-waning loop using the
computed number of new cases and recoveries, the registered strin-
gency index, vaccination data, and an enhanced vaccination model.

2.4.1. Problem and outline
To make a reliable prediction for the future evolution of the pan-

demic, it is essential to have appropriate estimates for the following
unknown (U) rate coefficients:

U1. the current transmission rate of the virus (𝛽),
U2. the rate of immunization by vaccination (𝜈),
U3. the current rate of immunity loss (𝜔).

Furthermore it is also necessary to estimate
U4. the susceptible population (𝐒).
Note that the estimated rate of immunization (U2), can be used

to quantify the effectiveness of vaccination campaigns. Moreover, the
registered stringency index 𝐼s determines a prior estimate on the trans-
mission rate (U1).

However, estimating (U3) is particularly difficult as it captures two
independent processes. First, the rate of immunity loss aims to model a
continuous ambient immunity waning. Secondly, the rate of immunity
loss may have sudden peaks as an emerging immune evasive VoC
causes a massive loss of immunity in the protected population.

At the same time, waning affects the whole process to a high degree,
as it transmits the protected individuals with an arbitrary vaccination
status to the susceptibles. In this way, the loss of immunity will thor-
oughly disrupt the susceptible population, which becomes a mixture of
individuals with different vaccination status and any possible history
of infection. Not to mention the fact that the ‘‘mixture of susceptibles’’
is affected by the nonlinear infection process, where the average rate
of transmission is again uncertain as the infectiousness may depend on
the immunity status of the population.

To estimate the susceptible population and the rate coefficients, we
use the computed quantities (C1)–(C3), and consider the following data
(D):

D1. the registered vaccination data,
D2. the estimated stringency index (𝐼s),
D3. the relative infectiousness of each VoC.
Unlike the linear disease course model, the immunization-waning

dynamics lack the advantage of state observability. However, the (D2)
and (D3) can regulate the estimated value of the transmission rate,
whereas, (D1) with an initial estimate of waning determine the rate
of immunization.

The problem is still under-determined as the number of unknowns
outweighs the measurements. Therefore, our strategy is to find a solu-
tion, for which

𝑡ℎ𝑒 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑖𝑚𝑚𝑢𝑛𝑖𝑡𝑦 𝑙𝑜𝑠𝑠 𝑖𝑠 𝑚𝑖𝑛𝑖𝑚𝑎𝑙, (6)

such that
1. the transmission rate is close to an initial estimate made on the

bases of D2 and D3,
2. both the transmission and the immunity loss rates are smoothly

varying in time,
3. the unknown coefficients move between reasonable bounds.

Other estimates on the reproduction number (Mathieu et al., 2020; Atlo
Team, 2021a), and our previous results (Polcz et al., 2022; Csutak et al.,
2022) serve as good bases to further regularize the problem.
7

o

Fig. 4. An enhanced vaccination model. The circles are compartments, the arrows
illustrate the transitions between compartments. The notations for compartments are
detailed in Section 2.4.2. Variables 𝑢 and 𝑧 denote the new cases (4) and recoveries
(5), 𝜔 is the immunity loss rate, 𝜈 is the immunization rate, finally, 𝜈f and 𝜈b constitute
he immunization rates (C.8) through full vaccinations and boosters, respectively. The
nhanced vaccination model is detailed in Appendix C.

.4.2. Detailed vaccination model
In model (2), it is not straightforward how to relate the immuniza-

ion rate 𝜈𝑘 to the registered first, second, and booster vaccine doses
D1). Therefore, we consider an enhanced vaccination model with three
accination statuses. First, we consider a group of individuals who are
ully vaccinated and immunity has already been established after the
ull vaccination. Secondly, a group of people are said to be boosted if
mmunity has already been developed after receiving a booster dose.
inally, the remaining population is said to be not fully vaccinated.
he number of fully vaccinated and boosted individuals on day 𝑘 are
enoted by 𝐕f,𝑘 and 𝐕b,𝑘, respectively.

From a computational point of view, dividing all compartments
ccording to the vaccination status is not fortunate. But observe that
and 𝐑 are manipulated by the infected compartments through the

umber of new cases 𝑢𝑘 and new recoveries 𝑧𝑘 only, which are already
omputed. Therefore, we remove the disease course dynamics from the
nitial model as illustrated in Panel A of Fig. 4.

Then, we distinguish three subgroups of both the susceptible (𝐒 =
u+𝐒f+𝐒b) and the protected population (𝐑 = 𝐑u+𝐑f+𝐑b) as follows:

𝐒u susceptible individuals who have not yet acquired immunity
through vaccination,

u individuals, who are not fully vaccinated, but who have acquired
immunity through recovery,

f individuals, who have been fully vaccinated but have lost their
immunity due to the waning immunity or the immune evasion
capability of a new VoC,

f fully vaccinated individuals, who are still protected (possibly both
by recovery or vaccination),

b boosted individuals, who lost their immunity,
b boosted individuals, who are still protected (possibly both by re-

covery or a booster dose).
he transitions between the sub-compartments are illustrated in Panel
of Fig. 4.
The enhanced vaccination model uses two rate coefficients for

mmunization. On day 𝑘, 𝜈f,𝑘 proportion of the not fully vaccinated
opulation (𝐍−𝐕f) acquires immunity by full vaccination and moves to
ompartment 𝐑f. Moreover, 𝜈b,𝑘 proportion of fully vaccinated individ-
als (𝐕f) regain or retain immunity by receiving a booster dose. Finally,
b,𝑘 proportion of boosted susceptibles regain immunity by receiving an
dditional booster dose.

To represent the indirect infection-recovery transition between each
air of sub-compartments (𝐒∙,𝐑∙), the number of new cases and recov-
ries are distributed appropriately according to the vaccination status

f susceptible people.
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Fig. 5. Daily new cases computed retrospectively with and without wastewater data. The colored areas illustrate the official detected cases separately for all epidemic waves
multiplied by the estimated under-detection rates (𝑞u) given in the legend as the multiplies in ‘‘Detected cases ×𝑞u ’’. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
Fig. 6. Computed number of infectious people compared to the virus concentration in wastewater scaled by the virus secretion coefficient.
Table 2
Model constants computed during the retrospective reconstruction.

Parameter Notation Value (by virus variant)

Wild Alpha Delta BA.1 BA.2 BA.5 BA.5-Tp1

1: Hosp. prob. (calibrated) 𝑝h 0.076 0.105 0.05 0.0221 0.019 0.0129 0.00962
2: Prob. of fatal outcome (estimated) 𝑝d 0.259 0.218 0.233 0.136 0.075 0.075 0.075
3: Under-detection rate 𝑞u 3.3 2.9 4.9 6.7 22.7 23.7 46.8
4: Virus secretion coef. (estimated) 1∕𝑞c 2.54 1.2 3.21 0.923 0.923 0.967 0.967
A detailed description of the enhanced immunization model is
available in Appendix C.

Remark 3. Until the middle of 2022, data provided by official bodies
suggested that it was reasonable to separate the fully vaccinated and the
boosted population. Our choices and points 1 and 4 in Assumption 6
were also confirmed by the definitions used in King County (2022).
However, separating the two states does not seem to be important
today, therefore, the vaccination model is planned to be reformulated
in the future.

2.4.3. Heuristics to estimate the rate coefficients
The simultaneous reconstruction of the three smoothly time-varying

rate coefficients (𝛽𝑘, 𝜈𝑘, 𝜔𝑘) is not straightforward. Therefore, as the
initial step, we give a preliminary estimate for the immunization rate
𝜈𝑘 using the registered vaccination data with the assumption that 𝜔 ≡ 0.

Then, the priori estimate on 𝜈𝑘 allows us to formulate a simple
dynamic data assimilation problem to compute the transmission rate
𝛽𝑘 and the immunity loss rate 𝜔𝑘 of the epidemic process. Using the
estimated rate 𝜔𝑘, we can update the immunization rate 𝜈𝑘, which
makes possible to improve the estimates for 𝜔𝑘 and 𝛽𝑘, etc.

Namely, the rate coefficients and the number of susceptibles and
protected people in the three different vaccination statuses can be
estimated iteratively using simple computational steps. The iterations
converge and give an approximated solution to a more complex data
assimilation problem.

The technical details of the optimization-based iterative approach
are summarized in Appendix D.

3. Results and discussion

In this section, we evaluate and discuss the potential of the proposed
approach for reconstruction and prediction.
8

3.1. Retrospective epidemic data reconstruction

First, we present and discuss a retrospective reconstruction for the
entire time span of the pandemic in Hungary, using wastewater data
until 1 February 2023.

3.1.1. Estimated parameters and under-detection rate
The viral load in wastewater gives us information about the cur-

rent epidemic state, whereas the hospitalization data gives delayed
information about severe infections. These two data sets allow us to
fit model parameters, which affect the course of the disease. As the
incubation period and serological analyses can well approximate the
average length of the illness, we had the possibility to estimate the
hospitalization probability (𝑝h). The registered hospital load and the
cumulative number of deaths gives the possibility to estimate the
probability of a fatal outcome (𝑝d) if a person is hospitalized. The
estimated probability coefficients for the different VoC are presented
in Rows 1–2 of Table 2.

Due to the linear structure of the disease course model, the number
of new cases and the number of infected people in the different phases
of the disease can be reconstructed simply using dynamic inversion
(Section 2.3). The computed number of new infections is illustrated in
Fig. 5 compared with the official detected cases. The under-detection
rate (denote by 𝑞u) and then the scaled series of detected cases are
computed separately for each epidemic wave as described in Remark 7.
The scaled and ‘‘smoothly concatenated’’ curves of the consecutive
outbreaks are also illustrated by the stacked area plot in Fig. 5. The
estimated under-detection rates for the different waves are given in the
legend of Fig. 5 and in Row 3 of Table 2.

We can make the following observations. The probability of devel-
oping symptoms and being hospitalized gradually decreases with the
newer virus variants. The hospitalization probability peaks at the Alpha
variant and then decreases gradually. This estimate corresponds to the
fact that the highest peak of hospital load is attained in March 2021
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Fig. 7. Hospital load and its reconstruction.
Fig. 8. Computed reproduction number 𝑅c,𝑘 (black) compared to the estimates made by the Group of Our World in Data (OWID).
Fig. 9. Computed transmission rate 𝛽𝑘 (bottom, black) compared to the initial estimate 𝛽ref𝑘 (bottom, red) determined by the stringency index (top).
during the third epidemic outbreak caused by the Alpha variant. In
that case, the hospital load at the peak of the third wave exceeded the
hospital capacity in Hungary (10 000 patients).

The estimated values of the secretion coefficient for the major vari-
ants are presented in Row 4 of Table 2. It is worth remarking that the
virus secretion coefficient estimated for the Omicron variants reduced
for a third compared to that obtained for Delta (Row 4 in Table 2).
These estimates correspond to the results of Kang et al. (2022).

Examining the resulting values for the secretion coefficients (Row 4
of Table 2), we found that shedding is roughly 3.5 times more intensive
during the Delta infection than the Omicron infection. The computed
ratio is confirmed by the measurements of Kang et al. (2022). The
secretion of the ancestor variant in comparison with the Delta variant
seems reasonable, although, we haven’t found a comparative study
to confirm this result. Nevertheless, we should discuss the secretion
coefficient computed for Alpha variant as it is only one 3rd of the
value obtained for Delta, and fairly close to the value obtained for
Omicron. The obtained secretion coefficient for the Alpha variant can
be attributed to the higher hospitalization probability computed for the
wave caused by the Alpha variant. Note that 𝑞c and 𝑝h are estimated
simultaneously. The infectious (shedding) population in comparison
with the scaled genome copy concentration is presented in Fig. 6.

The reconstructed curve of hospitalization along with the official
data is presented in Fig. 7. The computed reproduction number is
illustrated in Fig. 8 in alongside by the Bayesian estimate made by the
Group of OWID (Mathieu et al., 2020). Finally, the heuristic approach
in Section 2.4 is also able to estimate the transmission rate of the virus.
Fig. 9 illustrates its evolution during the epidemic waves.

Section S1 of the supplementary document presents a brief parame-
ter sensitivity analysis of our approach with respect to the fixed model
constants in Table 1. Moreover, in Section S2 of the supplementary
document, we analyze the uncertainty of the estimated parameters in
Table 2 in the terms of the wastewater measurement noise.

3.1.2. Immunization and waning
The estimated immunization rate and the (best-case) rate of immu-

nity loss are illustrated in Fig. 10. Knowing these two rate coefficients,
we are able to compute the number of daily new immunizations and im-
munity loss events (Fig. 11), but also their cumulative curves (Fig. 12).
When an individual loses immunity twice, e.g., first, after recovery
9

Table 3
Model-based estimates for the number of all cases, immunity loss, immunizations, and
effective vaccinations during the separate epidemic outbreaks.

% of population Wild Alpha Delta BA.1/2 BA.5

1: All cases 13% 12% 24% 72% 83%
2: All immunity loss 1% 4% 26% 53% 78%
3: Clinical immunizations – 12% 37% 3% –
4: All vaccinated – 16% 68% 20% –
5: Effective vaccinationsa – 78% 54% 14% –

aComputed as the proportion of the model-based estimates of the number of
immunizations and the sum of full and booster vaccinations.

and second, after vaccination, they are counted as two distinct events.
In Fig. 12, we also present the estimated number of susceptible and
protected people alongside the cumulative cases, immunizations, and
immunity loss.

The reconstructed curves suggest that by the third quarter of 2022,
the epidemic wave triggered by the emergence of variant BA.5 was
rebounded multiple times, first in September 2022 possibly due to the
star of school year, secondly, in November 2022 possible due to the
appearance of the variant BQ.1 (Hodcroft, 2023).

In Table 3, we made estimates on the number of infections, immu-
nity loss, and clinical immunizations. These estimates are computed
separately for each epidemic outbreak. In Row 1, the estimated sum of
all infections predicts that 155% of the population have been infected in
2022, and about 204% of the population have been infected during the
whole time span of the COVID-19 pandemic. These estimates should be
interpreted such that in average, the whole population became infected,
which is not impossible considering the high immune evasive properties
of the different subvariants of Omicron variant (Lyngse et al., 2022).
However, as reported by Iwasaki (2021) or Sheehan et al. (2021), short-
term reinfections, and hence quick immunity loss, are possible even
for the wild-type or Alpha variants for individuals without any known
immune disorder.

In Row 2, we estimated the number of people who have lost
immunity during (and before) the outbreaks.

These estimates suggest a massive (131%) loss of immunity and/or
a strong immune evasive capability of the emerging subvariants of
Omicron during 2022. We highlight that these numbers are rough
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Fig. 10. Computed immunization rate 𝜈𝑘 (red) and the estimated rate of immunity loss 𝜔𝑘 (blue). (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)
Fig. 11. Daily numbers.
Fig. 12. The number of susceptible and protected individuals are illustrated in this plot. Moreover, the yellow curve illustrates the cumulative number of events, in which people
have lost immunity. If an individual loses immunity twice (e.g., first, after recovery, then, after vaccination), this should be considered as two separate immunity loss events. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
estimates and are not appropriate for assessing the relative immune
evasive capability of two virus variants. At the same time, the computed
rate of immunity loss (Fig. 10) confirms the estimates of Lyngse et al.
(2021) and Cocchio et al. (2022) that the Omicron BA.1 and BA.2
variants are at least four times immune evasive compared to the Delta
variant.

We remark that the immunity loss rate is a time-varying coefficient,
therefore, its inverse gives the expected time of being susceptible again.
The computed expected time for losing immunity in specific periods of
the epidemic was:

• 2021 (fall semester): 1/0.0027 [days] ≈ 1 year
• 2022 (first quarter): 1/0.008 [days] ≈ 4 months
• 2022 (Aug–Oct): 1/0.0085 [days] ≈ 4 months
• 2022 (Dec): 1/0.017 [days] ≈ 2 months

Considering that these parameters are national estimates, we found that
they show good correlation with the findings of Stein et al. (2023) but
also not too far from the more optimistic estimates of Willyard (2023).

In Row 5, the decreasing effectiveness of vaccinations is due to the
fact that the majority of the vaccinated population was presumably
immunized through recovery. We note that our model does not consider
hybrid immunity, so a vaccine given to an immune person does not
count as extra immunization. According to this interpretation, the first
vaccination campaign in the 2021 wave was the most successful during
and after the outbreak caused by the Alpha variant, as about 78% of the
vaccinated population was not infected or had already lost immunity.

3.2. Prediction

Here, we illustrate the prediction potential of the proposed ap-
proach. First, we simulate short-term predictions at every day in two
cases: (1) using both medical and wastewater data, (2) using only med-
ical data. Secondly, we simulate multiple long-term (6 months long)
predictions at a fixed date considering different scenarios (parameter
values) but using both medical and wastewater data.
10
3.2.1. Short-term predictions and comparison
The estimated current status of the epidemic spread allows us to

simulate its future evolution. The current state and hence the future
evolution of the epidemic can be estimated more accurately if the
measured viral load in wastewater is used in the calculations. To
illustrate the contribution of the water measurements, we performed
30-day long predictions every day starting 20 August 2020 with and
without wastewater data.

The prediction at a given starting day (let us denote it by 𝑘0) is simu-
lated in three steps. First, the raw data are clipped to 𝑘 ∈

{

−∞,… , 𝑘0
}

,
namely, the computations are performed without any measurements
obtained for the future. Secondly, we perform a reconstruction to
estimate the pandemic state on day 𝑘0. Finally, a prediction is obtained
by evaluating the dynamic recursion of the epidemic model (2).

To evaluate the quality of the predictions, the results of the recon-
struction and prediction are compared with a retrospective reconstruction
in both two cases: with and without wastewater data. Note that the
reconstructions were performed using the same methodology as the
retrospective reconstructions but with a smaller data set and with fixed
coefficients 𝑝h and 𝑞c.

Remark 4. The predictions both using and neglecting wastewater
measurements assume that the hospitalization probability 𝑝h and the
secretion coefficient 𝑞c are given and fixed a priori. However, the actual
values of 𝑝h and 𝑞c considered during the current reconstructions were
obtained through a retrospective reconstruction using wastewater data.
Although we use the same model constants in both cases (with and
without wastewater), the results suggest that wastewater measurements
have the advantage to show the trends of an outbreak earlier. This
observation is even more striking since the appearance of variant BA.2,
where the hospitalization curve does not show the typical trends as
before (cf. Figs. 6 and 7).

In Fig. 13, we illustrate two possible predictions on 20 distinct days
simulated with (red) and without wastewater (blue). In each subplot
of Fig. 13, the solid vertical red line denotes 𝑘0, the actual starting
day, which is also given in the title of the subplot. Each dashed line
represents a reconstruction up to 𝑘 , followed by a simulated prediction
0
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Fig. 13. Short-term (30-day long) prediction of new cases from different starting dates.
The multipliers in the label are the estimated under-detection rates computed separately
for each epidemic outbreak. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

from 𝑘0. In each subplot, the results of a retrospective reconstruction are
also illustrated by solid lines in both cases: using both medical and
11
wastewater data (red) and using only medical data (blue). The colored
areas in Fig. 13 illustrate the detected cases scaled to fit the new cases
computed retrospectively. Practically, the colored areas in each sub-
plot illustrating the scaled detected cases resemble the corresponding
segments of the scaled detected cases in Fig. 5. Finally, in Fig. 13, the
obtained quantities were later normalized to a population of 1000 to
facilitate convenient visualization of the 𝑦-axes.

In general, we observed that the characteristic phases of an outbreak
appear earlier in the wastewater data than in hospitalization load. In
Fig. 13, we illustrated a few predictions in different phases of the
outbreaks, namely: first signs of an outbreak (P1, P7), emergence (P2,
P4, P8, P11, P16), peaks (P9, P12, P17), decline (P3, P5,P14), end of
an outbreak (P6, P10, P15), rebounds (P13), and plateaus (P18, P19,
P20).

On 26 August 2020, wastewater measurements resulted in a pre-
diction (P1), which could be obtained only 13 days later (P2) using
solely hospitalization data. Then, on 16 December 2020, wastewater
measurements already forecast the near end of the 1st wave (P3).

From measurements, the emergence of Alpha variant was predicted
on 11 February 2021 (P4), whereas the increasing hospitalization data
warned us only by the end of February. Then, we predicted the end of
the outbreak on 28 March 2021 (P5), whereas the peak of the hospital
occupancy was detected only 8 days later.

The first sign of the third wave caused by Delta variant was detected
on 24 August 2021 (P7) using measurements and 2 days later using
only hospitalization data. However, the first accurate prediction for
the exponential emergence detected on 6 September 2021 (P8) was
obtained only 10 days later using only hospitalization curves.

Without wastewater measurements, outbreak peaks could only be
detected retrospectively in this case study, as hospital treatment data
are delayed by 𝜏−1l + 𝜏−1p + 𝜏−1i + 𝜏−1a ∈ [8, 14] [days] compared to the
number of new cases. From wastewater, we detected peaks for about
10 days earlier for waves caused by variants Delta (P9), Omicron BA.1
(P12), BA.2 (P13), and BA.5 (P17).

To measure the quality of a prediction, we considered the Euclidean
distance between the sequences obtained for the new cases through
the current prediction and the retrospective reconstruction within the
prediction horizon (𝑁 = 30 [days]). In this case study, underestimating
forecasts are penalized against those that overestimated the severity
of the outbreak. Correspondingly, we consider the distances in the
logarithmic scale (log10). Formally, a prediction made on day 𝑘 is
qualified by the square root of the following measure:
𝑁
∑

𝑖=1

(

log10(𝑦𝑘+𝑖 predicted) − log10(𝑦𝑘+𝑖 reconstructed)
)

2. (7)

Additionally, a prediction made without wastewater data is com-
pared to the reconstruction made without the knowledge of wastewater
data.

In terms of (7), the maximum prediction error obtained without
wastewater is 25% higher compared to that obtained using wastewater
data. The two worst predictions are illustrated in P6 and P10 of Fig. 13.
On 30 May 2021, the medical data suggested a rebound of the past
wave caused by the Alpha variant (P6). However, a new wave emerged
only three months later, by early September 2021 (P7). On the other
hand, the virus secretion coefficient estimated for the Omicron variants
reduced to a third compared to that of Delta (Row 4 in Table 2).
Therefore, the emergence of the Omicron variant could not be detected
yet on 3 January 2022 (P10) but only 8 days later (P11).

Remark 5. We note that, in 53% of days, wastewater-based predictions
resulted in a higher prediction error in the terms of (7). It is also worth
mentioning that the Euclidean distance of the logarithm is not the best
quality measure as it does not qualify the difference between the shapes
of two curves.
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Fig. 14. Retrospective reconstruction (blue) and possible future scenarios (yellow)
illustrated by their mean and the 95% credibility interval (CI) for the rate of immunity
loss (P1), transmission rate (P2), and new cases (P3). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version
of this article.)

3.2.2. Long-term prediction
Considering a starting time, 1 May 2022 as the time label of the

last available data, we simulate the epidemic process model (2) to
estimate the future evolution of the pandemic. By that time, the fourth
wave caused by the Omicron BA.1 and BA.2 variants ended, but a
new immune evasive variant (BA.5) was expected to emerge. In that
situation, we made the following assumptions:

1. The immune evasive capability of BA.5 is similar to that esti-
mated for BA.1/BA.2, i.e., 𝜔 = 0.0062 in average between 1
January and 15 April 2022. Therefore, the future immunity loss
rate is estimated to be 𝜔 = 0.0062 ± 25% (P1 in Fig. 14).

2. The estimated transmission rate is extrapolated with a possible
±30% deviation from its last computed value (P2 in Fig. 14).

3. As for the fixed (Table 1) and computed model constants (Ta-
ble 2), we used the available values, namely, those available or
estimated for variant BA.2.

4. We assume no significant vaccination activity in the near future.
To make a statistical prediction, we simulated 126 scenarios using

different 𝛽 and 𝜔 values. Plot P3 in Fig. 14 illustrates the average
and the standard deviation of the predicted curves for the estimated
new cases. In all figures, we illustrate the actual curves obtained later
through a retrospective reconstruction.

4. Conclusions

As the number and relevance of clinical tests for COVID-19 are
declining, WBE is becoming the primary source of information on
disease transmission in a community. Recognizing this, both WHO and
the European Union considers WBE a promising public health tool, even
beyond the current pandemic.

Motivated by these international trends, we proposed a novel ap-
proach combining wastewater-based epidemic surveillance with de-
tailed dynamical modeling to improve epidemic monitoring and pre-
diction. We developed a novel compartmental epidemic model with a
2-phase vaccination dynamics and waning immunity. Immune evasion
and waning are described by a single compartmental transition from
12
the recovered people to the susceptibles but with a time-dependent
transition rate.

Using time-dependent model parameters (relevant to the dominant
virus variants), the model allows for us to reconstruct the unknown
epidemiological data during the whole time span of the pandemic
using the registered number of hospitalized patients and the measured
genome copy concentration in the wastewater. Alongside the popu-
lar epidemic indicators (incidence, prevalence, reproduction number,
transmission rate), a full epidemic state reconstruction is possible in
each time instant, including the susceptible and protected population
in the different vaccination status and the infected population in the
different phases of the disease.

It is shown that wastewater-based viral information can be effi-
ciently used to track the transmission rate of the virus, the rate of
immunization by vaccination, and the rate of losing immunity within a
time frame as time-varying parameters. In the computations, we exploit
the registered stringency index and the relative infectiousness of the
dominant virus variant, which provides a starting point in estimating
the transmission rate. The estimated immunization rate allows us to
quantify the effectiveness of vaccination by comparing the estimated
new immunizations with the received vaccine doses within a given time
interval.

The detailed reconstruction provides a reliable estimate of the cur-
rent epidemic situation, which allows us to give a prediction with an
extrapolated transmission rate and waning characteristics.

To promote computational tractability, the long-term epidemic
surveillance framework (reconstruction and prediction) was imple-
mented by multiple efficient optimization steps.

The effectiveness of the approach is illustrated through a case study
of pandemic reconstruction and prediction in Hungary. The results
suggest that wastewater measurements make predictions more reliable
as the characteristic moments of an outbreak appear about a week ear-
lier in wastewater data. The computed model-based predictions were
shared with the Hungarian National Public Health Center to support
decision-making on public policies in Hungary.

In this work, we successfully demonstrated that wastewater-based
epidemic modeling substantially contributes to the translation of envi-
ronmental surveillance data to outbreak management decisions.

For convenience, a MATLAB implementation of the proposed ap-
proach is made available online in a public repository (Polcz, 2021).
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Appendix A. Dynamical model representation

In this section, we provide a few technical details and further
remarks on the epidemic process model introduced in Section 2.2.
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.1. Model decomposition

The special model structure of the epidemic process model allows
o reformulate it as an interconnection of a linear parameter-varying
odel and a scalar nonlinear model. First, we consider a dynamical
odel for the course of the disease of the infected population as a

ubsystem of (2) as follows:

𝑘+1 = 𝐹 (𝜃𝑘) 𝑥𝑘 + 𝐵 𝑢𝑘, 𝑦𝑘 = 𝐶 𝑥𝑘, (A.1)

where 𝑥 = vec(𝐋,𝐏, 𝐈,𝐀,𝐇,𝐃) ∈ R𝑛x is the state, 𝜃 = vec
(

𝜏l, 𝜏p, 𝜏i, 𝜏a, 𝜏h, 𝑝i, 𝑝h, 𝑝d
)

∈ R𝑛p is the parameter, the daily new cases 𝑢
ppears as an input, the hospitalized 𝐇 and deceased 𝐃 patients are
easured states, the number of infectious people 𝑦 is an indirectly
easured output of the system, furthermore, the coefficient matrices

re given below:

(𝜃) =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

−𝜏l 0 0 0 0 0
𝜏l −𝜏p 0 0 0 0
0 𝑝i 𝜏p −𝜏i 0 0 0
0 (1 − 𝑝i) 𝜏p 0 −𝜏a 0 0
0 0 𝑝h 𝜏i 0 −𝜏h 0
0 0 0 0 𝑝d 𝜏h 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

𝐵 = vec (1, 0, 0, 0, 0, 0) ,
𝐶 = row

(

0, 1, 1, 𝑞a, 0, 0
)

.
(A.2)

System (A.1) with matrices (A.2) constitutes the disease course model
or simply the disease model, which is highlighted in the compartmental
model (2).

As the overall population 𝐍 was assumed invariant, the number of
immune people can be expressed as 𝐑 = 𝐍 −𝐊 − 𝐒,

where 𝐊 = 𝐋 + 𝐏 + 𝐈 + 𝐀 + 𝐇 + 𝐃 denotes the sum of infected
and deceased people. Accordingly, the time evolution of the susceptible
individuals can be described by a single recursion as follows:

𝐒𝑘+1 = (1 − 𝜈𝑘 − 𝜔𝑘)𝐒𝑘 + 𝜔𝑘
(

𝐍 −𝐊𝑘
)

− 𝑢𝑘. (A.3)

System (A.1) and (A.3) are interconnected through the feedback
𝑢𝑘 = 𝛽𝑘𝑦𝑘𝐒𝑘∕𝐍 (4), where 𝛽 is unknown.

Remark 6. System (A.3) is manipulated indirectly by 𝛽 and directly
both by the rate of immunity loss 𝜔 and the immunization rate 𝜈. The
two rate coefficients 𝜔 and 𝜈 can be considered as a dual pair of each
other, however, their roles and nature are different. Unlike 𝜈, which
is well-defined and can be manipulated by vaccination strategies, the
rate of immunity loss 𝜔 is unknown and (in an ideal world) cannot
be manipulated by humans but is primarily due to mutation of the
virus. In this way, the transition dynamics between 𝐒 and 𝐑 can also
be considered as a differential game (Fisac et al., 2019), in which the
two opponents (humans and virus) are struggling to win over as many
people as possible in compartments 𝐑 and 𝐒, respectively. Coefficients
𝜈 and 𝜔 are manipulated exclusively by both humans and virus, re-
spectively. Whereas, the transmission rate 𝛽 of the pathogen can be
manipulated both by social distancing strategies and the increasing
infectiousness of the virus.

A.2. Variant-dependent model constants and their smooth transitions

The model coefficients 𝜏∙, 𝑝∙, and 𝑞c are variant-dependent such that
their values are smoothly changing as a new VoC gains dominance.
13

To characterize the piece-wise constant parameter functions, which
vary smoothly between two constant levels, we introduce specific
characteristic functions, that highlights the dominance period of a given
VoC. When a new VoC emerges and overcomes another variant, the
proportion of the new variant compared to the sum of both variants
follows a sigmoid-like curve (Radu et al., 2022).

When a model parameter 𝜃 changes from value 𝜃(0) to 𝜃(1) such that
the new VoC emerges at time 𝑘1−𝐾, it takes dominance at time 𝑘1, and
the old variant vanishes at time 𝑘1+𝐾, then, we consider the following
smooth transition between the two parameter values:

𝜃𝑘 = 𝜃(0) + (𝜃(1) − 𝜃(0)) �̄�
(

𝑘−𝑘1
𝐾

)

for all 𝑘 ∈
{

𝑘1 −𝐾,… , 𝑘1,… , 𝑘1 +𝐾
}

,
(A.4)

here �̄� ∶ [−1, 1] → [0, 1] constitutes the following normalized sigmoid-
type function:

�̄�(𝑡) =
𝜎(𝑡) − 𝜎(−1)
𝜎(1) − 𝜎(−1)

, and 𝜎(𝑡) = (1 + 𝑒−𝑠0𝑡)−1. (A.5)

In (A.5), we use a scaling factor 𝑠0 = 5, which provides a sufficiently
small slope at the two ends of the parameter transition.

Assume that a given VoC emerges and takes dominance at time 𝑘1
in a duration of 2𝐾1 +1 [days], then, another variant overcomes it in a
uration of 2𝐾2+1 around time 𝑘2. Then, using function �̄�, we introduce
he characteristic function 𝜒 VoC for that variant which highlights its
ominance pattern, as follows:

VoC, 𝑘 =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

0 if 𝑘 < 𝑘1 −𝐾1,

�̄�
(

𝑘−𝑘1
𝐾1

)

if 𝑘1 −𝐾1 ≤ 𝑘 ≤ 𝑘1 +𝐾1,

1 if 𝑘1 +𝐾1 < 𝑘 < 𝑘2 −𝐾2,

1 − �̄�
(

𝑘−𝑘2
𝐾2

)

if 𝑘2 −𝐾2 ≤ 𝑘 ≤ 𝑘2 +𝐾2,

0 if 𝑘2 +𝐾2 < 𝑘,

here, as described in Section 2.2.3, the variants of concern, that
merged in Hungary are as follows:

oC ∈ {Wild, Alpha, Delta, BA.1, BA.2, BA.5}. (A.6)

We note that the sum of the characteristic functions gives identically
ne, namely, ∑VoC 𝜒VoC ≡ 1. In Fig. A.15, we illustrate the character-
stic functions correspondingly to the variant dominance observed in
ungary.

If we fix the characteristic curves for all dominant variants in (A.6),
e are able to estimate all model coefficients by piece-wise constant

unctions with smooth transitions as follows:

∙,𝑘 =
∑

VoC
𝑝∙,VoC 𝜒VoC, 𝑘, (A.7)

∙,𝑘 =
∑

VoC
𝜏∙,VoC 𝜒VoC, 𝑘, 𝑞c,𝑘 =

∑

VoC
𝑞c,VoC 𝜒VoC, 𝑘,

where, according to Assumption 3, the virus secretion coefficient cor-
responding to variants BA.1 and BA.2 are identical, i.e., 𝑞c,BA.1 =
𝑞c,BA.2.

Remark 7 (Under-detection rate). The characteristic curves allow the
estimation of the number of all infections within an epidemic wave such
that the series of new infections are multiplied by the characteristic
curve of an epidemic wave and the resulting series are summarized
over the time. E.g., the new cases during the spread of Delta variant
can be computed as follows:
𝑇−1
∑

𝑘=0
𝜒Delta, 𝑘 [𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝑑 new cases on day 𝑘]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
. (A.8)
𝑢𝑘
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The number of detected cases can be computed similarly:
−1
∑

𝑘=0
𝜒Delta, 𝑘 [𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 new cases on day 𝑘]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Denoted by 𝑢Off

𝑘

. (A.9)

Therefore, the under-detection rate during the wave caused by Delta
an be computed as the proportion of the two quantities above, namely,

u,Delta =
∑

𝑘 𝜒Delta, 𝑘 𝑢𝑘
∑

𝑘 𝜒Delta, 𝑘 𝑢Off
𝑘

= 4.9. (A.10)

Finally, the scaled series of the detected cases (denoted by �̄�Off
𝑘 )

re computed such that each segment of the series 𝑢Off characterized
y 𝑞u,VoC is scaled by the corresponding multiplier 𝑞u,VoC, then, the
esulting series are accumulated for all outbreaks. Formally:

̄Off
𝑘 =

∑

VoC
𝑞u,VoC 𝜒VoC, 𝑘 ≪ 𝑢Off

𝑘 . (A.11)

Sequence �̄�Off
𝑘 is illustrated in Fig. 5 by the colored area.

ppendix B. Dynamic inversion to compute infected people, un-
etected cases, and unknown model coefficients

In this section, we formalize the optimization-based dynamic inver-
ion approach introduced in Section 2.3.

The dynamic inversion of the linear disease course dynamics (A.1)
onstitutes in the computation of the unknown input 𝑢𝑘 (4) using the
easured output 𝑞c,𝑘𝐶

Off
𝑘 M1 and states 𝐇Off

𝑘 and 𝐃Off
𝑘 . Practically, the

ynamic inversion or the output tracking problem has three reference
utputs M1, M2, M3 to track by manipulating one single variable C1,
he number of new infections 𝑢𝑘. In this construction, the problem
s over-determined, therefore, new degrees of freedom have to be
ntroduced to the optimization task by relaxing a few model coefficients
s follows:

1. We consider 𝑞c,VoC as free variables C6.
2. The probability levels of being hospitalized 𝑝h,VoC, and of fatal

outcome 𝑝d,VoC are searched as free variables within a given
reasonable domain C5.

The cost function of the multi-objective optimization problem is
onstructed as follows:

=
𝑇
∑

𝑘=1
𝑤ref
h |𝐇𝑘 −𝐇Off

𝑘 |

2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
tracking error (𝐇Off)

+
𝑇
∑

𝑘=1
𝑤ref
d |𝐃𝑘 − 𝐃Off

𝑘 |

2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
tracking error (𝐃Off)

(B.1)

+
𝑇
∑

𝑘=1
𝑤ref

c |𝑦𝑘 − 𝑞c,𝑘 𝐶
Off
𝑘 |

2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
tracking error (𝐶Off)

+
𝑇−2
∑

𝑘=0
𝑤s

u |𝑢𝑘+1 − 𝑢𝑘|
2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
smoothly varying new cases

,

where 𝑦𝑘 is defined in the output Eq. (3), and 𝑤ref
h , 𝑤ref

d , 𝑤ref
c , 𝑤s

u are
weight constants, which scale the different cost terms into a common
order of magnitude. The last term in (B.1) promotes a smooth solution
for 𝑢𝑘, which does not make abrupt changes in time. Differently from
variables 𝐇𝑘, 𝐃𝑘, 𝑦𝑘, which are initialized in 𝑘 = 0, the input 𝑢𝑘 is
unknown in 𝑘 = 0 and its value is irrelevant in 𝑘 = 𝑇 . This explains the
range of indices in the last summation of (B.1).

Finally, the optimization problem can be formulated as follows:

Problem 1 (Optimization-based dynamic inversion). Given the dynamical
disease course model (A.1) with initial condition 𝑥0 = 0, fixed model
constants 𝑞a and 𝜏∙,VoC, corresponding to each dominant VoC (A.6).
There are given M1, M2, M3 as references to track with 𝑘 = 1,… , 𝑇 .
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We are looking for
1. 𝑝h,VoC and 𝑝d,VoC ∈ (0, 1), the unknown probability levels,
2. 𝑞c,VoC, the unknown secretion coefficients,
3. 𝑢𝑘 ≥ 0, the daily new cases as a sequence of unknown inputs,

𝑘 = 0,… , 𝑇 − 1,
4. 𝑥𝑘 ≥ 0, the number of infected people in the 5 different states of

the disease, 𝑘 = 1,… , 𝑇 ,
which solve the state recursion (A.1) and minimize the cost function
(B.1).

Remark 8. The number of infectious people 𝑦𝑘 can also be added
as a free instrumental variable ruled by the output Eq. (3). In this
way, further degrees of freedom are introduced in Problem 1, which
promotes finding a feasible solution to the nonlinear gradient-based
optimization task.

After the optimization of Problem 1, we are able to compute other
important epidemiological quantities, such as the number of infectious
people (3), the new recoveries (5), as well as the reproduction number
of the disease. These quantities can be inferred without knowing the
nature of waning immunity and the effects of vaccination.

The time-dependent effective reproduction number of the disease
can be given as follows:

𝑅c,𝑘 = 𝛽𝑘

(

1
𝜏p,𝑘

+
𝑝i,𝑘
𝜏 i,𝑘

+
𝑞a(1 − 𝑝i,𝑘)

𝜏a,𝑘

)

𝐒𝑘
𝐍

. (B.2)

In this formulation, 𝑅c,𝑘 requires the knowledge of 𝐒𝑘 and 𝛽𝑘, which
are still unknown after the solution of Problem 1. However, the term
𝛽𝑘𝐒𝑘 can be expressed from 𝑢𝑘 = 𝛽𝑘𝑦𝑘𝐒𝑘∕𝐍 (4). Then, an alternative
formula for 𝑅c can be given as follows:

𝑅c,𝑘 =
𝑢𝑘
𝑦𝑘

(

1
𝜏p,𝑘

+
𝑝i,𝑘
𝜏 i,𝑘

+
𝑞a(1 − 𝑝i,𝑘)

𝜏a,𝑘

)

. (B.3)

During the optimization, we used the following weight constants in
the cost function: 𝑤ref

h = 1, 𝑤ref
d = 𝑤ref

c = 10−5, 𝑤s
u = 10−4. The values of

the parameters are available in Table 1.

Appendix C. Immunization model

Based on the descriptions of Section 2.4.2, here we derive a dy-
namical model describing immunity waning, infection, and vaccination
in three different vaccination statuses. Moreover, we propose a simple
model for the dynamic effects of the delayed immunization through
vaccination.

In this section, the cumulative number of first, second, and booster
doses delivered are denoted by 𝐕Off

first, 𝐕
Off
second, 𝐕Off

boosted, respectively (see
the equation in Box II).

C.1. Delayed effect of vaccination

A susceptible individual does not acquire immunity immediately
after vaccination, but a certain amount of time is needed for the vaccine
to take effect. In this section, we present the points 2, 3, and 4 of
Assumption 6 in more detail.

Assumption 9. The delayed immunization is modeled as follows:
1. The probability that a partially vaccinated individual will be

fully vaccinated can be well approximated as follows:

𝑝v2|v1 = 𝐕Off
second,∞

(

𝐕Off
f irst,∞

)−1 ≈ 0.967, (C.2)

where 𝐕Off
f irst,∞ and 𝐕Off

second,∞ denote the last available vaccination
data.

2. The time elapsed between the first two doses is normally dis-
tributed with expected value 𝑡12 = 21 [days] and standard devi-
ation 𝜎 = 7 [days].
12
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𝐒u,𝑘+1 = 𝐒u,𝑘 − 𝑢𝑘 𝐒u,𝑘∕𝐒𝑘 + 𝜔𝑘 𝐑u,𝑘 − 𝜈f,𝑘 𝐒u,𝑘, (C.1a)

𝐒f,𝑘+1 = 𝐒f,𝑘 − 𝑢𝑘 𝐒f,𝑘∕𝐒𝑘 + 𝜔𝑘 𝐑f,𝑘 − 𝜈b,𝑘 𝐒f,𝑘, (C.1b)

𝐒b,𝑘+1 = 𝐒b,𝑘 − 𝑢𝑘 𝐒b,𝑘∕𝐒𝑘 + 𝜔𝑘 𝐑b,𝑘 − 𝜈b,𝑘 𝐒b,𝑘, (C.1c)

𝐑u,𝑘+1 = 𝐑u,𝑘 + 𝑧𝑘 𝐒u,𝑘−𝑡0,𝑘∕𝐒𝑘−𝑡0,𝑘 − 𝜔𝑘 𝐑u,𝑘 − 𝜈f,𝑘 𝐑u,𝑘, (C.1d)

𝐑f,𝑘+1 = 𝐑f,𝑘 + 𝑧𝑘 𝐒f,𝑘−𝑡0,𝑘∕𝐒𝑘−𝑡0,𝑘 − 𝜔𝑘 𝐑f,𝑘 + 𝜈f,𝑘 (𝐒u,𝑘 + 𝐑u,𝑘) − 𝜈b,𝑘 𝐑f,𝑘, (C.1e)

𝐑b,𝑘+1 = 𝐑b,𝑘 + 𝑧𝑘 𝐒b,𝑘−𝑡0,𝑘∕𝐒𝑘−𝑡0,𝑘 − 𝜔𝑘 𝐑b,𝑘 + 𝜈b,𝑘 (𝐒f,𝑘 + 𝐑f,𝑘 + 𝐒b,𝑘), (C.1f)

Box II.
8
o
e

𝜈

R
𝐒

𝜈

t

A
p

v
h
i
a

D

3. After receiving a the full vaccine or a booster dose, a person
becomes temporarily immune after a certain period of time,
which is normally distributed with expected value 𝑡e = 14 [days]
and standard deviation 𝜎e = 4 [days].

In accordance with Assumption 9, an individual gains immunity
fter the first vaccine dose with probability 𝑝v2|v1 but only after a
ormally distributed delay with expected value 𝑡12e = 𝑡12+𝑡e = 51 [days]
nd standard deviation 𝜎12e =

√

𝜎2e + 𝜎212 ≈ 8 [days].
Then, the expected fully vaccinated population on day 𝑘 can be

pproximated as follows:

f,𝑘 ≈ 𝑝v2|v1

2𝜎12e
∑

𝑖=−2𝜎12e

𝐕Off
f irst,𝑘−𝑡12e+𝑖

⋅ 𝑞𝑖(𝜎12e). (C.3)

whereas, the boosted population is:

𝐕b,𝑘 ≈
2𝜎e
∑

𝑖=−2𝜎e

𝐕Off
boost,𝑘−𝑡e+𝑖

⋅ 𝑞𝑖(𝜎e). (C.4)

In (C.3) and (C.4), the weight coefficients 𝑞𝑖(⋅) are derived from the
cumulative distribution function 𝛷 of the standard normal distribution:

𝑞𝑖(𝜎) =
(

𝛷
(

2𝑖+1
2𝜎

)

−𝛷
(

2𝑖−1
2𝜎

))

⋅
(

2𝛷
(

4𝜎+1
2𝜎

)

− 1
)−1

. (C.5)

emark 9. Note that the number of vaccinated people in (C.3) and
C.4) are practically computed by a convolution of the official data with
Gaussian window. Therefore, the normally distributed delay of the

ffect of the first and booster doses has a beneficial smoothing effect
n the official data.

.2. Distribution of new cases and recoveries

In accordance with Assumption 7, the distribution of new cases
y vaccination status on day 𝑘 is determined by the distribution
𝐒u,𝑘,𝐒f,𝑘,𝐒b,𝑘) of the susceptible population at that time, namely,

𝑘 = 𝑢u,𝑘 + 𝑢f,𝑘 + 𝑢b,𝑘, such that (C.6)

𝑢u,𝑘, 𝑢f,𝑘, 𝑢b,𝑘) =

(

𝑢𝑘
𝐒u,𝑘
𝐒𝑘

, 𝑢𝑘
𝐒f,𝑘
𝐒𝑘

, 𝑢𝑘
𝐒b,𝑘
𝐒𝑘

)

.

Moreover, the distribution of new recoveries by vaccination sta-
tus on day 𝑘 is approximated by the distribution of the susceptible
population on day 𝑘 − 𝑡0,𝑘, namely,

𝑧𝑘 = 𝑧u,𝑘 + 𝑧f,𝑘 + 𝑧b,𝑘, such that (C.7)

(𝑧u,𝑘, 𝑧f,𝑘, 𝑧b,𝑘) =

(

𝑧𝑘
𝐒u,𝑘−𝑡0
𝐒𝑘−𝑡0

, 𝑧𝑘
𝐒f,𝑘−𝑡0
𝐒𝑘−𝑡0

, 𝑢𝑘
𝐒b,𝑘−𝑡0
𝐒𝑘−𝑡0

)

,

where 𝑡0,𝑘 =
⌊

1
𝜏l,𝑘

+ 1
𝜏p,𝑘

+
𝑝i,𝑘
𝜏 i,𝑘

+
1−𝑝i,𝑘
𝜏a,𝑘

+
𝑝h,𝑘
𝜏h,𝑘

⌋

constitutes the expected
duration of recovery.
15
C.3. State recursion with vaccination and waning model

Finally, a state recursion for the dynamics of the susceptible and
protected population is given in the floating Eq. (C.1). where 𝜈f,𝑘 and
𝜈b,𝑘 denote. the rates of immunization triggered by the full vaccinations
and booster doses.

The immunization rates can be expressed as follows:

𝜈f,𝑘 =
𝐕f,𝑘 − 𝐕f,𝑘−1
𝐒u,𝑘 + 𝐑u,𝑘

, 𝜈b,𝑘 =
𝐕b,𝑘 − 𝐕b,𝑘−1

𝐒f,𝑘 + 𝐑f,𝑘 + 𝐒b,𝑘
. (C.8)

Note that the two rates in (C.8) corresponding to the received
vaccine doses are a fine-tuning of the single immunization rate 𝜈𝑘 in the
-compartmental model (2). To retain the overall rate of immunization
f susceptibles through vaccination (in general) the value of 𝜈𝑘 can be
xpressed as follows:

𝑘 =
(

𝜈f,𝑘 𝐒u,𝑘 + 𝜈b,𝑘(𝐒f,𝑘 + 𝐒b,𝑘)
)

∕𝐒𝑘. (C.9)

emark 10. Assuming no waning immunity (𝜔 ≡ 0 ⇒ 𝐒f ≡ 0 and
b ≡ 0), the overall rate of immunization is

𝑘 = 𝜈f,𝑘 =
𝐕f,𝑘 − 𝐕f,𝑘−1
𝐕f,𝑘 −𝐊𝑘

. (C.10)

The subgroups of the susceptible and protected people and the
ransitions between the subgroups are presented in Fig. 4.

ppendix D. Heuristics to estimate the rate of transmission of the
athogen and the waning immunity

Here, we describe the iterative approach to estimate the three time-
arying rate coefficients of the epidemic process. The basic idea of the
euristics was introduced briefly in Section 2.4.3. Namely, the rates of
mmunization and immunity loss are computed step-by-step, one after
nother, by fixing one and computing the other. And then vice versa.

.1. Fix 𝜔, compute 𝜈

The recursion model (C.1) makes it possible to simulate the time
evolution of susceptibles in the three different vaccination statuses for
a given rate of immunity loss. This algebraic problem can be formulated
as follows:

Problem 2 (Estimate the rate of immunization through vaccination). Con-
sider the following pre-computed quantities:

1. 𝑢𝑘, the pre-computed number of new cases,
2. 𝑧𝑘, the pre-computed number of new recoveries,
3. 𝜔𝑘, an estimated rate of immunity loss

(first initialized by 𝜔 ≡ 0),
4. 𝐕 and 𝐕 , pre-processed official vaccination data,
f,𝑘 b,𝑘
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where 𝑘 = 0,… , 𝑇 . We are looking for a solution to recursion (C.1),
with initial condition 𝐒u,0 = 𝐍.

In Problem 2, the new cases (𝑢𝑘) and new recoveries (𝑧𝑘) were
pre-computed through the dynamic inversion described in Problem 1.
Whereas, the rate of immunity loss 𝜔𝑘 is first initialized by zero, i.e., no
waning immunity is assumed. Then, a solution to the recursion (C.1)
allows computing the overall rate of immunization 𝜈𝑘 as described in
(C.9). This value to 𝜈𝑘 allows us to give an estimate for the rate of
immunity loss 𝜔𝑘 as described in the following subsection.

D.2. Fix 𝜈, compute 𝜔

A pre-computed immunization rate allows us to formulate a simple
optimization problem to estimate both the immunity loss and the
transmission rates.

The stringency index D2 and the approximated infectiousness 𝛽VoC
D3 of each VoC allows us to determine a prior estimate for the actual
transmission rate of the virus as follows:

𝛽ref𝑘 =
∑

VoC
𝜒VoC, 𝑘 ⋅ 𝛽VoC ⋅ 𝐼s,𝑘 (D.1)

We presume that 𝛽ref𝑘 is a good estimate to use as a flexible reference
for the optimized smooth transmission rate 𝛽𝑘.

During the optimization, the immunity loss rate 𝜔𝑘 is searched
as a smooth time-varying sequence (not producing abrupt changes),
such that its value is included into the objective function with a
given weight. In this way, the unknown coefficients are kept between
reasonable bounds, and the transmission rate sequence is regularized
by the measured stringency index and the relative infectiousness of
the emerging variants. With these considerations, we finally define the
following cost function to minimize:

𝐽2 =
𝑇−1
∑

𝑘=0
𝑤ref

u |𝑢𝑘 − �̂�𝑘|
2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
tracking error (new cases)

+
𝑇−1
∑

𝑘=0
𝑤ref

b |𝛽ref𝑘 − 𝛽𝑘|
2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
tracking error (𝛽)

+
𝑇−2
∑

𝑘=0
𝑤sm

b |𝛽𝑘+1 − 𝛽𝑘|
2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
smooth transmission rate

+
𝑇−2
∑

𝑘=0
𝑤sm

w |𝜔𝑘+1 − 𝜔𝑘|
2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
smooth immunity loss rate

+
𝑇−1
∑

𝑘=0
𝑤𝑐

𝜔 |𝜔𝑘|
2

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
immunity loss cost

(D.2)

Note that variables �̂�𝑘, 𝛽𝑘, 𝜔𝑘 are unknown in 𝑘 = 0,… , 𝑇 , however,
their values in 𝑘 = 𝑇 are not needed as they are not required to compute
the state in 𝑘 = 𝑇 . Similarly, the distance between 𝛽𝑇 and 𝛽𝑇−1 or
between 𝜔𝑇 and 𝜔𝑇−1 are not relevant. These considerations explain
the ranges of summations in (D.2).

The optimization problem to find 𝛽𝑘, 𝜔𝑘, and an updated number
of susceptibles 𝐒𝑘 is formulated as follows:

Problem 3 (Estimate the susceptible population and the rate of immunity
loss). Consider the following pre-computed quantities:

1. 𝑢𝑘, the pre-computed number of new cases within 24 h,
2. 𝑦𝑘, the number of infectious people,
3. 𝐊𝑘, the number of infected and deceased people,
4. 𝛽ref𝑘 , a reference transmission rate of the pathogen inferred from

the stringency index,
5. 𝜈𝑘, an estimated rate of immunization triggered by vaccination,

where 𝑘 = 0,… , 𝑇 . We are looking for
1. 𝐒𝑘 ∈ [0,𝐍], the number of susceptible individuals,
2. 𝜔𝑘 ≥ 0, the rate of immunity loss,
3. 𝛽 ∈ [𝛽, 𝛽], the actual rate of transmission of the pathogen,
16

𝑘

4. �̂�𝑘, an instrumental variable reconstructing the number of new
cases,

hich solve 𝐒𝑘+1 = (1 − 𝜈𝑘 − 𝜔𝑘)𝐒𝑘 + 𝜔𝑘
(

𝐍 −𝐊𝑘
)

− �̂�𝑘 (A.3), satisfy
̂𝑘 = 𝛽𝑘𝑦𝑘𝐒𝑘∕𝐍 (4), and minimize (D.2).

emark 11. The instrumental variable �̂�𝑘 introduces a further degree
f freedom in Problem 3, which makes the nonlinear gradient-based
ptimization task computationally more tractable, namely, it promotes
inding an initial feasible solution.

.3. Alternating iterations

Observe that Problem 3 makes use of the immunization rate 𝜈𝑘 but
rovides an estimated immunity loss rate 𝜔𝑘. Whereas, in Problem 2,
e solve the recursion (C.1) to find the immunization rate for a given

equence of immunity loss rate. Therefore, Problems 2 and 3 can be
olved multiple times one after another, such that

(A ) Problem 2 is solved first with no waning assumed 𝜔 ≡ 0,

r

(B) Problem 3 is solved first with a simple vaccination model (C.10).

cenario (A) and (B) are equivalent as the solution of Problem 2
ith 𝜔 ≡ 0 generates 𝜈 as given in (C.10). We note that the pro-
osed iteration of the two problems in succession converged in all our
xperiments.

emark 12. The alternating iterations considered here were inspired
y the iterative solution of Cisneros and Werner (2020) for nonlinear
odel predictive control problems. The main similarity between the

pproaches is the existence of a precomputed parameter trajectory, in our
ase the immunization rate 𝜈, which can be initialized (e.g., by 0) and

updated by a closed-form recursion (C.1) for any feasible values of the
unknown variables, the immunity loss rate 𝜔. Moreover, the unknown
variables are computed by an optimization (Problem 3), which is
parameterized by the parameter trajectory. A significant difference is
the type of the optimization problem: Cisneros and Werner (2020)
presumes a convex quadratic program, whereas, Problem 3 is bilinear.
Therefore, the existing preliminary convergence results of Cisneros and
Werner (2020), Hespe and Werner (2021), Morato et al. (2021) and
Cisneros (2021) are not applicable here, and considering the difficulty
of the problem, it will be a target of future work to give a proof of
convergence for this iteration.

Appendix E. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.watres.2023.120098.
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